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A two-dimensional mathematical model is described for the calculation of the depth- 
averaged velocity and temperature or concentration distribution in open-channel 
flows, an essential feature of the model being its ability to handle recirculation zones. 
The model employs the depth-averaged continuity, momentum and temperature/ 
concentration equations, which are solved by an efficient finite-difference procedure. 
The ‘rigid lid’ approximation is used to treat the free surface. The turbulent stresses 
and heat or concentration fluxes are determined from a depth-averaged version of the 
so-called k, c turbulence model which characterizes the local state of turbulence by the 
turbulence kinetic energy k and the rate of its dissipation E. Differential transport 
equations are solved for k and E to determine these two quantities. The bottom shear 
stress and turbulence production are accounted for by source/sink terms in the 
relevant equations. The model is applied to the problem of a side discharge into open- 
channel flow, where a recirculation zone develops downstream of the discharge. 
Predicted size of the recirculation zone, jet trajectories, dilution, and isotherms are 
compared with experiments for a wide range of discharge to channel velocity ratios; 
the agreement is generally good. An assessment of the numerical accuracy shows that 
the predictions are not influenced significantly by numerical diffusion. 

1. Introduction 
1.1.  Problem considered 

The most common form of waste disposal into rivers is, for reasons of constructional 
economy, the side discharge over the full water depth, a configuration which has been 
used for the rejection of both waste water and waste heat. The present paper is con- 
cerned with the development of a method for predicting the velocity and pollutant- 
concentration fields induced by such discharges. A typical flow situation is illustrated 
in figure 1 (a) for the case of a discharge at right-angles to the river direction; attention 
is restricted to this case in the present paper. The discharge jet is deflected by the 
river cross-flow, at the same time forcing the river flow to bend towards the far bank. 
The jet entrainment on the near-bank side is restricted by the presence of the solid 
boundary, causing a recirculation region with low pressure (decreased surface eleva- 
tion) to form behind the jet. Owing to this low pressure, the jet bends towards the near 
bank and eventually attaches itself to the wall. The occurrence of a recirculation 
region is a characteristic feature of full-depth side discharges and considerably compli- 
cates the mathematical solution of this problem. 

The size of the recirculation zone is governed mainly by the ratio of discharge to 
river momen tum. The parameters determining this ratio are, for rectangular river and 



762 J .  J .  McGuirk and W.  Rodi 

Numerical 

5 -  

1 =  

1 
( 1  2 3 4 5 6 12 13 14 15 16 17 18 19 20 21 22 23 24 25 
1 .o 

0.8 

0.6 

0.4 
0.2 

FIGURE I.  (a) Flow configuration and streamline pattern; (a) velocity vectors. 

jet cross-sections as assumed in this study, the river and discharge widths B and b, 
and the corresponding average velocities U, and V,. The Aow is further influenced by 
the presence of the river bottom, which exerts a shear stress and causes additional 
turbulence production. The parameters governing this influence are the water depth h 
and the bed roughness. Buoyancy effects, which may lead to stratification of the flow, 
are considered negligible for the discharges treated in this paper; for this reason, and 
because the discharge extends over the full depth of the river and is uniform, the flow 
quantities will vary little with depth, so that only their horizontal variation is of 
interest. 

The distribution of pollutant concentration, such as the temperature rise due to 
cooling water discharge from power stations, is of great concern to environmentalists, 
who must assess possible detrimental effectson theecology of the river. For rivers which 
are navigable and which carry appreciable ship and barge traiiic, the potentially 
hazardous cross-river velocities induced by large discharges form an additional point 
of interest. It is therefore important to be able, at the planning stage, to predict both 
velocity and pollutant fields caused by an intended discharge. 

The development of mathematical models for the region far downstream of the 
discharge where the velocity field has returned to its ‘normal’ state (i.e. the distur- 
bances due to the discharge have all but disappeared) has received considerable 
attention (Jirka, Abraham & Harleman 1975). However, all far-field models are 
dependent on accurate input of the starting profiles, which are governed by the near- 
field behaviour. In  addition, regulatory requirements specify conditions which are 
most likely to be violated in the area close to the discharge. Both these facts indicate 
the importance of near-field mathematical models, which, unfortunately, are in a less 
well-tested stage of development, in particular for the flow situation of interest here. 
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Consequently recourse is usually made to laboratory modelling; one-off hydraulic 
models are built to study each planned design or to deliver the starting profiles required 
by the far-field models. The model presented here was developed to avoid this time- and 
money-consuming process. 

1.2. Previous work 

One of the fmt investigations of a flow related to the side discharge problem was the 
detailed wind-tunnel measurements of Rouse (1957) in a plane two-dimensional jet in 
effectively unconfined cross-flow. From his data Rouse found that the length of the 
recirculation zone ( L  in figure 1)) non-dimensionalized with the discharge width b, 
increases with the 8 power of the velocity ratio VJV,. 

This geometry and ones like it have also been studied theoretically and experi- 
mentally many times since, mainly owing to its application as one method of turbine 
blade cooling. Although much can be learned about the present problem from these 
studies, two important phenomena, which are peculiar to the side discharge situation, 
are missing: the influence of the far bank, and the influence of the river bottom. 
Accordingly, only work of direct relevance to the side discharge problem has been used 
in the development and testing of the model, although unfortunately this is much less 
abundant, 

Mikhail, Chu & Savage (1975) have measured the width and length of therecirculation 
eddy in the open-channel flow situation described above. From dimensional analysis 
they concluded that the shape of the eddy is unaffected by the width ratio b/B and that 
the size of the eddy depends mainly on the momentum flux ratio M = V;b/U:B; 
their measurements confirmed this analysis at least for small values of b/B.  Carter 
(1 969) measured the temperature field set up by a warm water discharge into a flume 
and studied the influence of the velocity ratio R = V,/U, including at  least one case 
where the far wall of the channel influenced the jet spreading. Strazisar & Prahl(l973) 
evaluated the jet trajectory from dye photographs and examined the influence of the 
velocity ratio R,  the jet Reynolds number, the jet depth to width ratio h/b, and the 
channel to jet width ratio B/b.  The Reynolds number had little effect while the maxi- 
mum jet penetration (made dimensionless with b )  increased with increasing R, h/b, and 
B/b;  the latter influence was however of importance only for the larger velpcity ratios. 

A brief review of existing theoretical models for the side discharge problem will now 
be given. Mikhail et al. (1975) used a global control-volume analysis to obtain arelation 
between the recirculation-eddy size and the momentum-flux ratio ; adjustment of the 
single empirical constant involved yielded fair agreement with their experiments. Carter 
(1969) developed a rather crude momentum-integralitype method to predict the jet 
trajectory, but only to the point of maximum penetration. The method is based on the 
assumption of ‘ top-hat ’ profiles and requires the dilution rate as empirical input; this 
Carter obtained from his own experiments; effects of the far bank and bottom are not 
included. Apart from the limited information obtainable from the method, some of the 
assumptions involved are rather questionable, as was discussedin detail by Policastro & 
Tokar (1 972). In  particular, the evaluation of the drag force on the jet via the intro- 
duction of a constant empirical drag coefficient C, led to appreciable underprediction 
of the jet trajectory a t  large values of R. Strazisar & Prahl (1973) have extended 
Carter’s method to include the effect of bottom friction, but found that they still had 
to adjust the value of C, to obtain agreement at  various velocity ratios. 
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The theoretical models discussed so far were developed for and are restricted to the 
side discharge problem. More general models employing the governing partial 
differential equations are also available and can, in principle, be applied to this 
problem. Leendertse (1 967) proposed a two-dimensional depth-averaged model for 
unsteady free-surface flows which has been used by Kuipers & Vreugdenhil(1973) to 
predict steady recirculating flows in harbours and bays. The model neglects the 
turbulent transport terms in the equations, but, owing to a smoothing procedure intro- 
duced to obtain numerical stability in their central difference scheme, terms which 
exert a diffusive action are effectively introduced. This is physically unreasonable, 
since the diffusion present in the numerical solution then depends only on the smoothing 
coefficient used. Since turbulent transport processes are very important in jet-type 
flows, this model is not suitable for the near field of the side discharge problem. 
A depth-averaged finite element method was applied to a thermal discharge problem 
by Loziuk, Anderson & Belytschko (1972). The velocity field was obtained from 
potential flow calculations with superposition of the jet flow as extracted from experi- 
ments, the turbulent diffusion coefficient in the temperature equation was assumed 
constant over the whole domain and was also determined from experiments. Because 
this method contains very little physical input of general validity, its range of 
applicability is certainly very limited. 

From this short review, one may conclude that the existing simple control-volume 
and integral methods cannot provide the whole velocity and pollutant concentration 
fields but only a few features of them; while the numerical models, which could in 
principle give this detailed information, use highly inadequate descriptions of the 
turbulence processes. 

1.3. Present contribution 

I n  the fields of mechanical and aeronautical engineering, mathematical models have 
been developed for two-dimensional recirculating flows which employ advanced 
turbulence models. These calculation procedures have been applied successfully in 
areas which have much in common with the present flow situation, e.g. film cooling, 
jet ejectors and many other problems (see e.g. Launder & Spalding i974), and the 
turbulence models have been tested extensively for jet flows (Launder et al. 1972). 
Therefore, these models appear sufficiently refined to promise success for the open- 
channel discharge problem. The calculation procedures were, however, developed for 
strictly two-dimensional flows and thus are not directly applicable to open-channel 
flows where bottom and surface effects may be important. It is the purpose of this paper 
to describe an extension of these procedures to yield a depth-averaged mathematical 
model for open-channel flows, and to report on extensive testing of this model by 
comparison with laboratory experiments. 

The model employs the depth-averaged forms of the continuity, momentum and 
temperatnre or concentration equations, with terms arising from non-uniform vertical 
distributions neglected so that buoyancy effects cannot be accounted for; these 
equations are introduced in $ 2.1. The next section describes the turbulence model used 
in calculating the turbulent viscosity and diffusivities, and the way in which the turbu- 
lence generation due to bottom shear is accounted for in this model. Section 2.3 presents 
details on the numerical solution procedures and the boundary conditions employed. 
Results of the model applied to the side discharge problem illustrated in figure 1 are 
presented, discussed and compared with experiments in $3. A discussion of the 
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important physical processes governing the development of the flow in various areas 
of the near field is also given as this throws light on the numerical accuracy of the 
calculations from the point of view of ‘false ’ diffusion; some input sensitivity tests are 
also reported. The final section will draw conclusions on the performance and the 
range of applicability of the present model. 

2. Mathematical model 
Open-channel flow is always strictly three-dimensional; however, this feature is 

often of secondary importance, especially when the width to  depth ratio is large and the 
channel bed is rough so that strong vertical mixing leads to a nearly-uniform vertical 
distribution of the flow quantities. Therefore, a two-dimensional description of the 
flow is sufficient in many cases. The mathematical model described below makes use 
of this special feature; it is a two-dimensional model for calculating the horizontal 
distribution of the depth-averaged velocity components B and r, the local water 
depth h, and a depth-averaged scalar quantity 5. These depth-averaged quantities are 
defined by the following relations: 

where z is the vertical co-ordinate and zB represents the channel bottom. I n  the present 
paper 5 may stand for temperature or species concentration, but will be referred to  as 
temperature only in the remainder of the paper. I n  the present problem the velocity 
field is independent of the @ distribution, but of course the opposite is not the case. 
Attention is restricted here to  steady flow situations. 

2.1. Mean $ow equations 

Equations governing the distribut,ion of U ,  V and h can be obtained by integrating the 
three-dimensional continuity and momentum equations over the water depth. The 
details of the integration may be found in Kuipers & Vreugdenhil (1973). With the 
simplifications discussed below, the results are as follows (the co-ordinate system is 

_ -  

a0 a7 -+-= 0, 
ax ay 

shown in figure 1 a) :  

Similarly, an equation governing the distribution of if) may be obtained by integration 
of the three-dimensional transport equation for @ : 

I n  the momentum equations (3) and (4),‘the pressure gradients have been replaced by 
the gradients of water depth h via the hydrostatic pressure assumption (g  is gravita- 
tional acceleration). The present model is restricted to flow in rectangular channels 
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with horizontal bottoms where gradients of water depth and surface elevation (defined 
above some horizontal datum) are identical; in general situations the latter enter the 
momentum equati0ns.t The variation of water depth was neglected above in the 
continuity equation (2) and in the diffusion terms of (3)-( 5). This neglect is known as 
the rigid lid approximation and is valid when the water depth variations are small 
compared with the water depth itself, as can be seen from the exact depth-averaged 
continuity equation as used by Kuipers & Vreugdenhil (1973): 

ai7h aVh ai7 aV i7ah V a h  -++=-+-+--+--=o* 
ax ay ax ay h ax h a y  

Owing to the use of the rigid lid approximation, the present model cannot be applied 
to long stretches of gradually varied flow where the water depth can vary significantly 
in the streamwise direction. However, such application is in any case not advisable or 
intended since the model is particularly suited to the (usually short) stretches with 
recirculation zones; for long stretches without recirculation zones a simpler and more 
economic boundary-layer type model is available (Rastogi & Rodi 1978) which can 
take full account of the streamwise variation of h. 

rbz and rby are the bottom shear stresses in the x and y direction respectively (wind 
shear stresses at the surface are neglected). They are calculated by relating them to 
the depth-averaged velocities via: 

where cf is an empirical friction factor, for which the value cf = 0-003 is adopted in this 
paper (a mean value taken from Spalding (1975) corresponding to smooth channels). 

Equations (3)-(5) as described by Kuipers & Vreugdenhill(l973) contained further 
terms accounting for vertical non-uniformity of the U ,  V ,  and 6 profiles. In the case of 
the 6 equation for example the extra terms are: 

- _  

The A ,  terms arise from splitting local quantities @ into depth-averaged values 6 and 
deviations (0 - 6) and then carrying out the depth-averaging of the equations; this is 
in direct analogy with the occurrence of the Reynolds stresses when the Navier-Stokes 
equations are time-averaged for turbulent flows. The physical meaning of the resulting 
terms is also equivalent: the integrals I defined above are depth-averaged 6 fluxes. 
This transport of depth-averaged quantities due to vertical non-uniformities is usually 
called dispersion in the literature (see Fischer 1973). In the present model these terms 
are neglected on the assumption that the vertical profiles are nearly uniform in the 
channel flows considered here. Rastogi & Rodi (1978) have calculated these dispersion 
terms with the aid of a three-dimensional model and have found that they are negligible 

t This is easily incorporated by replacing g(ah/ax) by g[(aze/az) + &/ax] with a corresponding 
change to g ( a h / @ ) ;  Z B ( Z ,  y) is the (known) bottom topography. 
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in the bounda,ry-layer type flow considered by them. Only comparison of model pre- 
dictions with experiments can show whether the neglect is also justified in the side 
discharge problem involving recirculation zones. 

2.2.  Turbulence model 

The momentum equations (3) and (4) contain the depth-averaged turbulent stresses 
rT+, ?,,-and TZ2/' and the temperature equation ( 5 )  the depth-averaged turbulent heat 
fluxes J4= and JQv. A turbulence model is needed to determine the horizontal distribu- 
tion of these stresses and fluxes over the flow domain. 

As mas mentioned in Q I ,  advanced turbulence models have been used successfully 
to predict a variety of two-dimensional flows, including several with recirculation 
zones, but excluding open-channel flows. The model that found widest application 
and was tested most extensively is the so-called k,  E turbulence model which charac- 
terizes the local state of turbulence by two parameters: the turbulent kinetic energy k 
and the rate of its dissipation E. A detailed description of this model and its applications 
was given by Launder & Spalding (1974). 

Rastogi & Rodi (1 978) have adapted the model for use in open-channel flow calcula- 
tions, and their version is employed here. In analogy with the original k, E model they 
assumed that the local depth-averaged state of turbulence can be characterized by the 
turbulence energy and dissipation parameters E and E and that the depth-averaged 
turbulent stresses and heat fluxes can be calculated from these parameters by means 
of the following relations (using tensor notation for simplicity): 

- -  

with 

where c/,  and u# are empirical constants and Sij is the Kronecker delta. Equation (7)  
introduces the turbulent viscosity/diffusivity concept and (8) presents a model for 
calculating the turbulent viscosity Gt and the diffusivity F,. These parameters, as well 
as E and 8, cannot be considered true depth-average quantities in the sense of the 
mathematical definition of (1) ; rather ( 7 )  defines the turbulent viscosity and diffusivity 
such that, when they are multiplied by the relevant gradient of the transported 
property, the depth-averaged turbulent shear stress or heat flux is obtained. The 
variation of and E" is determined from the following transport equations: 

where 

is the production of turbulent kinetic energy due to interactions of turbulent stresses 
with horizontal mean velocity gradients, and c l ,  cz,  f l k  and uE are further empirical 
constants. Equations (9) and (10) can be considered as depth-averaged forms of the 
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cP C1 c2 ff, a4 
0.09 1.43 1.92 1.0 1.3 0.9 

TABLE 1 .  Empirical constants in turbulence model. 

three-dimensional k and 6 equations (presented by Launder & Spalding 1974) when all 
terms originating from non-uniformity of vertical profiles are assumed to be absorbed 
in the source terms PkLI and P,. The main contribution to these terms stems from 
significant vertical velocity gradients near the bottom which, by interaction with the 
relatively large turbulent shear stresses in this region, produce turbulence energy. This 
production is in addition to the production G due to horizontal velocity gradients and 
depends strongly on the bottom roughness. Because it is governed by the near-bottom 
region, Rastogi & Rodi (1978) related these additional vertical production terms to the 
bottom shear stress rb via the friction velocity U. ,  with the following result: 

where U* = [cr(D2+ v2)]4. They determined the empirical constants ck and c, from 
undisturbed normal channel flow with Laufer'st ( 1  951) measured turbulent viscosity 
as empirical input; they thus obtained: 

A value for the friction coefficient cf was given above; the values for the remaining 
empirical constants in the turbulence model were simply adopted from Launder & 
Spalding (1974) and are given in table 1 .  

The practical significance of including the additional production terms Pkv and P, 
as defined above is to ensure that the level of f i t  does not fall below that value pertaining 
to normal channel flow. 

2.3. Solution algorithm and computional details 

The above equation set has been solved numerically using the solution algorithm of 
Patankar & Spalding (1 972) as incorporated in a computer program for two-dimen- 
sional elliptic flows by Gosman & Pun (1 973). The differential equations are reduced 
to algebraic ones by integration over control volumes surrounding each grid node using 
assumptions for the variation of the variables between grid nodes. The main problem 
in solving the resultant set of algebraic equations lies in the determination of the 
pressure field (in the present case the local water depth h). Patankar & Spalding (1 972) 
proposed a guess-and-correct procedure whereby a guessed pressure field is used to 
evaluate the velocity field, which, however, will not necessarily satisfy the continuity 
equation. By successive corrections to the pressure field the velocities are found which 
satisfy both the momentum and continuity equations. This process necessitates 
iterative solution of the algebraic equations. The measure of convergence used was 

t Nakagawa et al. (1975) found that the variation of turbulence quantities in developed 
open-channel flow is very similar to that measured by Laufer (1951) in a plane channel. 
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the sum of the mass sources a t  all grid nodes arising from non-satisfaction of the 
continuity equation; when this had been reduced to less than half a per cent of the total 
mass flow through the river, iteration was stopped. 

Since the governing equations are for the present problem of the elliptic type, 
boundary conditions must be specified for all variables around the whole flow domain. 
Across the channel and jet inflow boundaries the velocities and turbulence quantities 
were given specified values. Uniform distributions were assumed with the velocities 
given their experimental values, and the turbulence parameters corresponding to 
normal flow (see Rastogi & Rodi 1978). Along the two sides of the channel, because of 
the steep variations in flow properties close to the walls, a fine grid would normally be 
required. To avoid this, the wall-function approach as recommended by Launder & 
Spalding (1974) has been used. Details of this approach have been reported elsewhere 
(Launder & Spalding 1974; Patankar & Spalding 1970) and it suffices here to say that 
the existence in the near-wall region of a log-law velocity profile, and a turbulence 
structure which is in equilibrium is used to obtain the near-wall values of U, V ,  k and d; 
for temperature, an adiabatic condition has been assumed for all walls. 

At the downstream boundary of the channel flow it has been assumed that all vari- 
ables have a zero xgradient. To ensure that this assumption has no significant influence 
on the predictions in the vicinity of the recirculation zone, it was found necessary to 
move the position of the downstream boundary progressively further downstream 
until the size of the recirculation zone became unaffected by the downstream boundary 
location. Usually a t  least one recirculation-length distance between the re-attachment 
point and the outflow boundary position was necessary. Similarly, the effect of the 
discharge on the channel flow will propagate upstream (mainly via the pressure field), 
leading to the curvature of the streamlines upstream of the discharge as shown in 
figure 1 ; it was essential that the inflow boundary was far enough upstream that the 
uniform profiles specified there (in particular the assumed zero cross-river velocities) 
did not contravene this fact. An analogous procedure was adopted of moving the 
inflow boundary location further and further upstream until the flow just in front of 
the discharge became unaffected. 

Apart from the above checks on the influence of the boundary conditions it is also 
important to establish that grid-independent results have been obtained. A uniform 
grid was used in the y direction, but in the x direction the grid was generally only 
uniform across the discharge. The distance between grid lines was chosen to increase 
with the distance from the discharge on both sides of the jet. In  this way the grid 
nodes could be clustered in the region of rapid variations. Once the boundary locations 
were established and the y grid was sufficiently fine, the grid was refined in the three 
main regions of the flow (upstream of the jet, in the region opposite the discharge, and 
in the recirculation region downstream) until enough grid points were present in each 
of the regions to give grid-independent results. Parameters used to judge grid inde- 
pendence were: jet trajectory, maximum height of separation streamline, reattach- 
ment point location, and position of vortex centre in the recirculation zone. Usually 
the inflow and outflow boundaries were moved once again with this final grid to ensure 
they were still far enough removed from the jet. A typical calculation involved 22 
nodes in the y direction and 30-36 nodes in the x direction, and one example of the 
location of the grid lines is given in figure 1 ; for reasons of limited space not a31 the grid 
points in the downstream region have been included. 

- -  

26 FLM 86 
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FIGURE 2. Predicted lines of constant surface elevation (for flow parameters see figure 1 ; 

Ah is relative elevation in mm above or below the water level at point A).  

The storage and time requirements of the program were 40 K words and 0.00075 s/ 
grid node/iteration/equation solved using a UNIVAC 1108 computer. A typical run in 
which 6 equations were solved required about 200 iterations to converge and consumed 
therefore approximately ten minutes of computing time. 

3. Performance of the model 

experimentally by Mikhail et al. (1975), Carter (1969) and Strazisar & Prahl (1973). 
In  this section, results are presented of the model applications to the situations studied 

3.1. Flow pattern and surface elevation 

The streamline pattern is a useful means of illustrating the main flowfeatures, especially 
in the present case of two-dimensional recirculating flows. Therefore the distribution of 
stream function I,+ was determined from the calculated velocity field for one flow situa- 
tion via the relations: 

- 9- - - p v .  
aY ax 

The resulting streamline pattern and the corresponding velocity vector field are shown 
in figure 1 ; the lines of constant surface elevation for the same calculation are plotted 
in figure 2. The main features of the flow as illustrated by figure 1 have already been 
discussed in 0 1 ; it  suffices here to point out a few further details. Figure 2 shows that, 
owing to the blockage effect of the jet, the elevation of the channel water approaching 
the discharge rises at  the near bank while it falls in the far-bank region. This causes the 
channel water to flow around the jet and to increase its velocity, as can be seen from 
the velocity vectors in figure 1 (b ) .  The disturbance of the flow field by the discharge 
is still fairly strong at the final cross-section shown. The low pressure prevailing in the 
recirculation region which leads to the bending and reattachment of the jet can also be 
identified in figure 2. The maximum change in surface elevation occurs in the recircula- 
tion region and, for the situation shown in figure 2, is of the order of 3 mm. The water 
depth was about 5 cm in the experiment, so the use of the rigid lid approximation seems 
to be justified. Two streamlines deserve special attention and are therefore drawn 
thicker in figure 1.  

The inner line is the separation streamline which constitutes the boundary of the 
recirculation zone and may be used to define its length L and width Hi, as shown in 
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FIGURE 3. Recirculation eddy parameters. ., b/B = 0.0105; 7 ,  b/B = 0.0417; 0 ,  b/B = 0.104 
(experimental data of Mikhail et al. 1975). - , b/B = 0.104; x ,  b/B = 0.0417 (present 
predictions). - - -, predictions of Mikhail et al. (1975). 

figure 1.  The outer line indicates in an approximate way (because entrainment is 
neglected) the outer boundary of the jet and is here used to characterize the maximum 
jet penetration H,. 

3.2. Size of the recirculation region 

Figure 3 presents the variation with momentum flux ratio M of the predicted, non- 
dimensional width Hi/B and the width to length ratio HJL (the eddy shape factor) of 
the recirculation region, as well as the jet width (H,-H,)/L. The measurements of 
Mikhail et al. (1975) are included for comparison. 

The majority of the calculations (full line) have been carried out for a constant 
discharge to channel width ratio of b/B = 0.105; one calculation (cross at  M = 1 )  was 
made with b/B = 0.0417 to study the influence of b/B. In  accordance with the experi- 
ments, this influence is relatively small for the eddy parameters HJB and HJL (less 
than ten per cent change is produced); the predicted jet width (Ho- Hi)/L, however, 
was halved by the reduction of b/B. This indicates that the latter parameter is not 
correlated well with the momentum flux ratio done but depends also on b/B; this con- 
clusion is supported by the relatively large experimental scatter for this parameter. 

26-2 
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In  the experiments, the widths Hi and H, were determined by injecting dye into the 
discharge water and then observing the inner and outer visual boundaries of the dyed 
jet after the dye had reached the point of maximum penetration. The observed jet 
boundaries can only approximately represent the two depth-averaged streamlines 
used to define and calculate Hi and H,, for two reasons. First, the dye was probably 
not only convected by the mean motion but also diffused somewhat by the turbulent 
motion; second, only the dye concentration at  one depth would be observed and not 
the depth-averaged one. Further, Mikhail et al. (1975) report that they had difficulty 
in measuring Hi accurately at  small values of M .  In  view of these uncertainties, the 
agreement between predictions and experiments can be regarded as satisfactory. The 
shape of the recirculation eddy (characterized by H,/L) can be seen to be nearly 
independent of M ,  while the eddy width H J B  initially increases strongly with M but’ 
tends towards a constant value of approximately 0-7 for large values of M .  This 
tendency is due to the interaction of the jet and channel flows combined with the 
relative proximity of the far bank; only a model such as the present one which can 
calculate the pressure field taking into consideration this influence of the far bank can 
predict the levelling off of the width parameter correctly. The relative jet width 
( Ho - H,)/L decreases somewhat with M ;  this can also be interpreted as an effect of the 
far bank, which, for high M values, leads to a ‘squeezing ’ of the jet between the channel 
flow and the recirculation bubble. Included in figure 3 is the H,/B variation as pre- 
dicted by Mikhail et al. ’s control-volume analysis; the empirical constant was adjusted 
to fit the data at  low values of M ; this leads to noticeable overprediction for the higher 
M values. 

The predicted reattachment length is compared with the experiments of Mikhail 
et al. and Strazisar & Prahl in figure 4. The scatter in the experimental data indicates 
the difficulty of measuring the location of the reattachment point, and on close 
examination some influence of b / B  can be seen. The predictions (again for just one 
b / B  value) tend to underestimate somewhat the eddy length over the whole range of 
momentum flux ratios. Finally it may be said that the underprediction of the eddy size 
which is obtained in the present calculations is similar in magnitude to that obtained 
by Pope & Whitelaw (1976), who also used a two-equation turbulence model to 
calculate the wake produced by the flow over a circular disk. Their conclusion that this 
discrepancy can be attributed to the turbulence model applies also to the present 
results. 

3.3. Jet ~ r a j e c ~ o r ~  and ditution 
In  figure 6 ,  predicted jet trajectories of warm water discharges are compared with 
Carter’s (1969) measurements for three velocity ratios R( = Vd/Q) ,  The jet trajectory 
is defined here as the locus of maximum jet temperature. Carter determined the 
trajectories by traversing thermistor probes at  constant speed across the channel. This 
measurement technique does not yield truly time-averaged temperature values when 
the time scale of the turbulent motion is not small compared with the time scale of the 
traversing motion, which may explain the large scatter of the data. The densimetric 
Froude number at the discharge, Fd = ~d/[gh(p,-p, ) /p, ]* ,  was quite low in Carter’s 
experiments, ranging from 3 for R = 2 to 14-10 for R = 9.8. Thus, there may have been 
some buoyancy effects in the experiments which the present model cannot account for. 
Such effects may have led to some stratification so that the measured temperature 
(presumably near the surface, but this was not stated explicitly) may not be truly 
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FIGURE 5. Cent,re-line trajectory (for symbols see figure 6). 

representative of the depth-averaged temperature with which the predictions shouId 
be compared. The buoyancy effects would tend to make the warm surface layer spread 
further away from the discharge bank owing to buoyancy-induced pressure gradients 
and would be strongest a t  low Froude numbers. This may explain why the measured 
trajectories penetrate further into the channel than the predictions for the two cases 
with the lowest Froude number (€2 = 2 and 4.9). With these remarks in mind, the 
agreement between predictions and experiments appears acceptable. The model 
correctly predicts the increase in jet penetration with increasing velocity ratio and also 
the return of the maximum temperature location to the near bank. 
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test 13 9.80 14.1 
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The corresponding dilution along the jet trajectory is compared in figure 6, where 
AT$ is the maximum temperature excess over the river temperature; the co-ordinate s 
is measured along the jet trajectory. Agreement is again satisfactory; the results show 
that the dilution is influenced very little by the velocity ratio, although the predictions 
indicate that the rate of dilution increases with the velocity ratio, a t  least in the far 
downstream region. 

Finally, the recent experiments of Strazisar & PrahI (1973) are used to test the 
ability of the model to predict the effect of bottom friction on the jet trajectory; this 
should be represented adequately by any successful depth-averaged model. In  their 
measurements only the ratio of jet width to jet depth y ( = b/h)  was changed, keeping 
all other parameters constant (moat importantly the velocity ratio R and the channel 
to jet width ratio B/b).  As y decreases, the area of the jet in contact with the bottom 
also decreases; hence the effect of bottom friction is less, the jet loses cross-stream 
momentum less quickly and the jet penetration thus increases. Strazisar & Prahl used 
photographs of dye mixed into the discharge fluid to trace the trajectory, which they 
considered to be the locus of the maximum velocity. Figure 7 shows their measure- 
ments for two values of y. Although the model predicts the higher y value trajectory 
very well, the change in trajectory when y is reduced is underpredicted. In  this case i t  
is possible that some of the discrepancy may be due to lack of knowledge concerning 
the exact discharge conditions, in particular the jet velocity distribution, which was 
probably not uniform as assumed. The pressure field shown in figure 2 indicates that 
t,he jet velocity would probably be higher toward the downstream discharge corner, 
and a calculation using a linear discharge velocity profile (with the same mean as 
before) is shown in figure 7 to illustrate the sensitivity of the calculation to this 
particular boundary condition. Bearing this in mind, together with the uncertainty in 
analysing the dye photographs, the agreement seems adequate. 
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FIGURE 7. Effect of bottom friction on jet trajectory. 0 ,  y = 1; 0, y = 4 (experimental data 
of Strazisar & Prahl 1973). __ , present predictions with cf = 0.003. ---, with non-uniform 
discharge velocity. 

3.4.  Isotherm pattern 
Isotherms are of particular interest to environmentalists since they show the thermally 
polluted river zones and also the extent to which they have been polluted. Figure 8 
compares predicted depth-averaged isotherms with the measured (presumably surface) 
isotherms of Carter as reported by Policastro & Tokar (1972), again for the three 
velocity ratios for which trajectories were presented above. There is little agreement 
on details such as the contorted nature of the isotherms, and this is not surprising in 
view of the experimental uncertainties discussed above; in particular the tendency of 
the experimental isotherms to protrude quite far upstream of the discharge for the 
velocity ratio of 2 is a further indication of buoyancy effects. However, the general 
behaviour of the isotherms is certainly predicted correctly and also the extent 
of the thermally polluted regions in the streamwise and lateral directions. For 
the lowest velocity ratio, the heated water penetrates only 40% of the channel 
width, but is carried fairly far downstream with relatively little dilution; for the 
highest ratio considered, however, the heated water penetrates up to 70% of 
the channel and is diluted much faster; this behaviour is reproduced well by the 
present model. 

3.5. Considerations of local flow development to aid the estimation 
of numerical accuracy 

Although it was stated earlier that grid-refinement tests had confirmed the grid- 
independent nature of the solution, a closer look at the numerical accuracy is warranted 
here. The problem concerns the possible influence of numerical diffusion [see Roache 
(1976) for a discussion of ‘numerical’ or ‘false’ diffusion]. This occurs in all numerical 
solution procedures, but is a particular problem in those schemes which, like the present 
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one, make use of the upwind-differencef approximation of the convection terms [see 
Gosman & Pun (1973) for details]. It has also been shown that the problem can be 
particularly bad when the flow is at an angle to the grid-lines (see Raithby 1976) and 
hence this problem deserves special attention in all recirculating flows such as the 
present ode. 

Given that the use of upwind-difference schemes introduces false diffusion, the 
questions then to be answered are how large is this false diffusion, and how influential 
is it in establishing the local values of the flow variables ? In  order to be able to answer 
these questions an examination of the processes involved in establishing the locaI flow 
development is required. Useful information is thereby gained on the differing physical 
processes determining the flow behaviour in different regions, and the numerical 
accuracy can be estimated at the same time. 

t In actual fact a hybrid upwind/central difference scheme is used as recommended by 
Gosman & Pun (1973). 
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FIGURE 9. Balance of 0 momentum equation evaluated from numerical solution. 0, x direction 
convection, a@/az; A, pressure gradient, +g%h/ax; Q ,  y direction diffusion, - 8(?,,,/p)/?3y; 0, 
y direction convection, auv/ay;  V, bottom shear, +7az/ph; 0 ,  closing term (Z all other terms). 

The local flow development can be analysed in detail by examining the order of 
magnitude of individual terms in the momentum equations. Figure 9 shows, for three 
cross-sections in the channel, the balance of all terms in the 0 momentum equation for 
one calculation (for clarity only significant terms are included, e.g. x direction diffusion 
aT,,/ax is too small to be plotted a t  all three stations). The small sketch indicates the 
approximate position of the three locations (i) just upstream of the discharge, (ii) just 
past maximum eddy height, and (iii) downstream of reattachment. These terms have 
been evaluated using the converged numerical solution, but central differences (i.e. 
second-order accurate) have been used in evaluating all terms. In  obtaining the 
numerical solution, however, upwind differences (i.e, first-order accurate) were used 
at some grid-nodes for the convection terms. Thus the terms evaluated via central 
differences do not sum to zero; the closing term (plotted as black dots in figure 9) is an 
indication of the second-order truncation errors introduced into the solution owing 
to the use of upwind differences. 

At section I (figure 9) it can be seen that there is a balance between convective terms 
and pressure gradient only, neither physical nor numerical diffusion playing an 
important role. On the near side of the channel the piling up of water in front of the 
discharge leads to a decelerating pressure gradient, large negative x convection and 
positive y convection terms which carry the channel fluid around the jet. In the far- 
bank region these processes are reversed in sign as the fluid accelerates to force the 
channel flow through a reducing area. 

A t  sections I1 and I11 the situation is more complex, consisting of three main 
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regions: the outer channel flow, the recirculation zone, and an interposed shear layer. 
I n  the first region only convection, pressure gradient and bottom friction are significant; 
numerical diffusion is larger than physical diffusion, but small compared with the 
dominant terms. In  the shear-layer region the numerical diffusion takes on its largest 
values, but there it is small compared with the turbulent diffusion. The bulge in the 
x convection term in the central channel region identifies the outer region of the shear 
layer where a slight velocity excess is still present. The change in sign of the diffusion 
term shows that the shear layer is losing momentum by diffusion into the recirculation 
region. In  the final section (111) the pressure gradient is uniform over the whole channel 
and is relatively small, indicating that the flow is becoming more boundary-layer like 
(the elliptic effects in the differential equation are disappearing). The shear-layer region 
extends now past the centre-line of the channel but is considerably weaker (note the 
change of scale from sections I to I1 to 111); momentum is still being lost by the faster 
moving fluid and transferred by diffusion into the wake-like flow behind the recircula- 
tion eddy. Once more the closure terms indicate that numerical diffusion a t  this section 
is of no significance. 

The above discussion now reinforces the claim for grid-independence of the results 
and was further confirmed by using the formula of de Vahl Davis & Mallinson (1972)t 
to evaluate the false diffusion coefficient. This was less than the turbulent viscosity (but 
always considerably larger than the laminar viscosity) at all stations other than just 
before or just after the discharge; here, however, an examination of the 0 momentum 
equation indicated that the flow was characterized by the convection/pressure balance 
shown a t  station I in figure 9. The dangers of merely examining v,,, however are well 
illustrated by this example. 

3.6. Model input sensitivity tests 

A few additional computations were carried out in order to examine the sensitivity of 
the predictions to the assumptions made in the mathematical model of 3 2. The details 
and results are summarized in table 2. The various runs listed in the table were carried 
out for the same flow situation, using the same numerical grid. Because the recircula- 
tion eddy is the main feature of the flow considered here, the predicted eddy parameters 
were chosen as the basis for the sensitivity analysis. Run 1 serves as reference a 
calculation ; it was obtained with the model and the empirical constants described in 
5 2, and its results have been discussed in 3 3.2. 

In  runs 2 and 3, the bottom-friction coefficient cf was respectively half and double its 
original value of 0.003. This change in cf can be seen to cause less than 5 % change in 
the recirculation eddy parameters. The relatively small sensitivity of the predictions 
to  the friction coefficient cf is comforting since cf is not normally known with great 
accuracy for a particular channel. In  the present case, however, the insensitivity is, as 
can be seen from figure 9, due to the fact that flow in smooth laboratory channels has 
been considered, in which bottom friction does not always play a dominating role. 
The direction of the small change in the results is as expected: when the bottom shear 

t V A z  Ay /sin 2al 
"nu, = 4 ( A y  lsin a I S + A z  Icos aI3)' 

v,,, is the false diffusion coefficient, V the magnitude of the local velocity vector, a its angle to 
the z axis and A z  and A y  are the local grid spacings. 
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Run Details 

1 M = 1, R = 3.16, b/B = 0.105 0.33 1.8 0.18 0,095 

2 &B 1 but C, = &, 0.34 1.9 0.175 0.094 

4 a~ 1 but vt = 0 0.43 3.0 0.14 0.051 
5 &B 1 but ~t = v 0.43 3.0 0.14 0.050 

Model of 5 2 

3 &B 1 but C, = 2c, 0.324 1.71 0.19 0.10 

TABLE 2. Model input sensitivity tests. 

is reduced, both the width and the length of the recirculation eddy increase. This is 
in agreement with Strazisar & Prahl’s (1 973) experimental observation that the jet 
penetration increases with increasing h/b, in which case the bottom shear becomes less 
important; this influence of the bottom friction has already been examined in figure 7. 

Runs 4 and 5 were carried out to examine the influence of both physical and numerical 
diffusion of momentum. In run 4 physical diffusion was put to zero (Pt = 0)  and in 
run 5 it was kept small by replacing the turbulent viscosity Pt by the laminar viscosity 
v, The results of the two runs are nearly identical. As shown by Flokstra (1976), 
a recirculation region can be generated in a steady-flow depth-averaged calculation 
only when diffusion is present (even unintentionally). The results of runs 4 and 5 
indicate therefore that the numerical diffusion, for the grid used, was much larger than 
the laminar diffusion, confirming the results of calculations mentioned in 3 3.5. 
The considerations of 0 3.5 have also shown that numerical diffusion is significantly 
smaller than turbulent diffusion in those regions where diffusion is important. 
This explains why the predictions of run 1 (which includes turbulent diffusion) are 
markedly different from those of runs 4 and 5. 

In the reference run 1, the turbulent viscosity Pt determined from the &, d model was 
20 to 1000 times larger than the laminar viscosity v, depending on the position in the 
flow. In  order to test the sensitivity of the predictions to a varying turbulent viscosity, 
a few runs were carried out in which a uniform Pt over the whole flow domain was used 
at a value 200 times the laminar viscosity v. For the conditions of run 1,  this produced 
eddy parameters very similar to those obtained with the k,  d model. For other momen- 
tum flux ratios however, this value of fit gave very poor agreement with the experi- 
mental eddy parameters. This indicates that constant turbulent viscosity is too crude 
an assumption to use in a general model for the near field of side discharges, and a 
refined turbulence model as used in the present paper is required. 

4. Conclusions 
A two-dimensional calculation method for open-channel flows with recirculation 

zones has been described which combines depth-averaged forms of the governing 
equations with an advanced turbulence model. The application of the method to the 
practically important heated side discharge problem has shown that the velocity and 
temperature behaviour can be predicted correctly for this problem. In particular, the 
method describes well the influence of the momentum flux ratio M (or thevelocity ratio 
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R when the far-bank influence is small) on the size and shape of the recirculation zone 
and on the temperature distribution in the channel. This sumess indicates that the 
assumptions on which the mathematical model is based are realistic, viz. the 
turbulence-model assumptions, the neglect of dispersion terms, and the rigid lid 
approximation. By considering the individual terms in the 0 momentum equation, 
the influence of numerical diffusion was examined and found to be small; the numerical 
accuracy of the predictions was therefore shown to be acceptable. It should be empha- 
sized that the turbulence-model constants were not tuned to suit the present problem 
but were simply taken from the literature, where they were determined by reference to 
entirely different flow situations, none of which possessed recirculating regions. Com- 
pared with the use of a constant turbulent viscosity as adopted in most existing 
calculation methods for open-channel flow, the E ,  B turbulence model was found to offer 
much greater generality. 

The main limitation of the mathematical model is its restriction to two-dimensional 
flows. Thus, the model cannot account for stratification or secondary currents in the 
cross-sectional plane of the river caused by buoyancy, river curvature or other effects. 
The limits of applicability have yet to be determined by further testing; also more 
comparisons are required with velocity and surface-elevation data, but unfortunately 
such dsta are very scarce for the present flow. 

The application of the model should be restricted to the relatively short river 
stretches with recirculation regions; for stretches without recirculation the boundary- 
layer-type model of Rastogi & Rodi (1978) is better suited because it is more econo- 
mical and can handle gradually varied flow. The model as described is, however, not 
restricted to the right-angle discharge problem considered here; angled discharges and 
intake/discharge situations for example can be calculated without difficulty. Indeed, 
the model has already been successfully applied to the intake/discharge problem (see 
Fink 1977). Many problems of practical relevance are therefore within the scope of the 
present model. Verification against laboratory data is of course only the first test of 
any proposed model: the results presented herein however indicate that the present 
model has performed sufficiently well in this test that it can, and should, now be 
applied to a real-life discharge problem. 

The computations described in the present paper were carried out on the UNIVAC 
1108 computer of the University of Karlsruhe. 
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